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Abstract
In this paper, we present our approach and empirical observations for 
Cause-Effect Signal Span Detection—Subtask 2 of Shared task 3[1] at 
CASE 2022. The shared task aims to extract the cause, effect, and signal 
spans from a given causal sentence. We model the task as a reading 
comprehension (RC) problem and apply a token-level RC-based span 
prediction paradigm to the task as the baseline. We explore different 
training objectives to fine-tune the model, as well as data augmentation 
(DA) tricks based on the language model (LM) for performance 
improvement. Additionally, we propose an efficient beam-search post-
processing strategy to due with the drawbacks of span detection to 
obtain a further performance gain. Our approach achieves an average 
F1 score of 54.15 and ranks 1st in the CASE competition. Our code is 
available at https://github.com/Gzhang-umich/1CademyTeamOfCASE.

Causal News Corpus Data
The corpus we used in our model training and evaluation is the CNC 
dataset[2]. Each sample in the dataset is annotated with causal labels, 
that is, whether a sentence contains a causal event. Furthermore, some 
sentences are annotated with the span of the specific Cause and Effect 
of a causal event, as well as the signal markers that imply the causality. 
The spans are labeled by <ARG0>, <ARG1>, and <SIG> annotations to 
represent the cause, effect, and causal signal in the sentence, 
respectively. Note that it is possible to have multiple annotations for the 
same sentence in the dataset if the sentence contains multiple casual 
relationships of events.
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Methodology
We first introduce the baseline model established from a pre-trained 
language model for the task. Next, a beam search-based post-
processing method is introduced to solve the overlap span detection 
problem in the baseline model. To address the problem that not all 
examples have signal markers within the sentence, we propose training 
a signal classifier to determine whether we need to find the signal span 
of the target test sample. Finally, a pre-trained paraphrasing model is 
applied for data augmentation.

Beam Search Algorithm
Given the input probability vectors
Psc , Pec , Psef, Peef, where psc

(i) is the 
probability of that the ith token of the 
sentence is the start of the cause 
span, a hyper-parameter m
denoting the requested answer 
number, and a hyper-parameter k
denoting the beam search size, the 
span selector is expected to output 
the token positions for sc, ec, sef
and eef . We describe the span 
selector in detail in Algorithm 1. We 
denote the proposed span selector 
as BSS. For the signal span, we 
always use the span with the 
highest score as our prediction (if it 
presents).

Experiment Set Up
In our experiment, we use Albert[3] as our LM backbone. We perform hyper-
parameter searching to find the best hyper-parameter setting. Specifically, 
we select the learning rate l from {1e − 5, 2e − 5, 5e − 5}, batch size b from 
{1, 2, 4, 8, 16, 32}. We fine-tune the pre-trained model for 30 epochs, and 
select the checkpoint with the best performance on the development set to 
conduct evaluation on the test set. Our implementation is based on 
Huggingface[4]. In terms of the signal classifier, we consider two settings: 1) 
we fine-tune the signal classifier in conjunction with the main training 
objective, denoted as Joint Sig. (JS) and 2) we fine-tune an additional 
language model to specifically decide whether to predict the span of Signal, 
denoted as Extra Sig. (ES). We also include another implementation of the 
baseline recommended by the organizers, where the fine-tuning process is 
carried out in the end-to-end fashion of Named Entity Recognition (NER). 
We denote this baseline by Baseline-NER.

Main Results

Competition Results
As shown in the table, our 
proposed approach achieves 
state-of-the-art results in 3 out of 
4 evaluation metrics on subtask 
2. This shows the excellent 
performance of the proposed 
approach in solving the task of 
causal spans detection.
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