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1Cademy @ Causal News Corpus 2022:
Leveraging Self-Training in Causality 
Classification of Socio-Political Event Data 

We can improve the performance of 
classification models by simply 

augmenting the training data with self-
labeled examples.

Additionally, performance 
improvements from self-training do 
not diminish when either positive or 
negative self-labeled examples are 

restricted.
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Self-Training Methodology
We follow a similar teacher-student pipeline as Yalniz et al.[5] that includes 
using a teacher model to generate a new labeled dataset D′ from the 
original dataset D and then training a new student model on the new 
labeled dataset D′ and then on the original dataset D. We used the training 
split provided of 2925 CNC samples[2] as the original dataset D, and fine-
tune a BERT model[6] for sequence classification, which served as our 
teacher model.

Abstract

This paper details our participation in the Challenges and Applications of 
Automated Extraction of Socio-political Events from Text (CASE) workshop 
@ EMNLP 2022, where we take part in Subtask 1 of Shared Task 3[1]. We 
approach the given task of event causality detection by proposing a self-
training pipeline that follows a teacher-student classifier method. More 
specifically, we initially train a teacher model on the true, original task data, 
and use that teacher model to self- label data to be used in the training of a 
separate student model for the final task prediction. We test how restricting 
either the number of positive or negative self-labeled examples in the self-
training process affects classification performance. Our final results show 
that using self-training produces a comprehensive performance 
improvement across all models and self-labeled training sets tested within 
the task of event causality sequence classification. On top of that, we find 
that self-training performance did not diminish even when restricting either 
positive/negative examples used in training. 

Research Task:
Task 1 of the CASE workshop @ EMNLP 2022 works to identify and 
classify event causality in socio-political event (SPE) data, with subtask 1 
being a binary classification of causality. In other words, participants are 
tasked with answering: Does an event sentence contain a cause-effect 
relationship? 

Causal News Corpus Data
The CNC dataset[2] is a corpus of 3,559 event sentences from protest 
event news labeled on whether a given sentence contains causal relations 
or not. The data of the CNC comes from two workshops focused on mining 
socio-political data: Automated Extraction of Socio-political Events from 
News (AESPEN)[3] in 2020 and the CASE 2021 workshop @ ACL-
IJCNLP[4]. For purposes of subtask 1, the data was split into a training set 
of 2925 examples, a development set of 3,23 examples, and a final test set 
of 311 examples that was used as an evaluation benchmark for the 
competition. 

Experiment Set-up
In our experimentation set-up, we tested all three backbone 
models—BERT[6], RoBERTa[7] , and ELECTRA[8]—with both the 
self-training pipeline and a simple fine-tuning process that only 
used the provided CNC training set which served as our baseline. 
In the baseline experiments, the classifiers were trained solely on 
five epochs of the CNC training data. 

Results and Discussion
From the table, we can see that every self-training setup 
outperformed the baseline classifier in terms of accuracy, with an 
average accuracy improvement of 1.33% across all models and 
polarity splits. Furthermore, for all but one self-training set-up, there 
was an improvement of the F1 score from the baseline, with an 
average improvement of 0.011. 

Our results show that training a classifier on self-labeled data 
using a teacher-student approach comprehensively improves task 
performance. Furthermore, we find that performance improvement 
from self-training did not differ significantly between self-labeled 
training sets with varying levels of example polarity. This indicates 
that the model is capable of reaping the full benefits of self-training 
despite having limited access to positive or negative samples. 
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